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Abstract

We are building a wide-area location service that
tracks the current location of mobile and replicated
objects. The location service should support up to
10'2 objects on a worldwide scale. To support this
huge number of objects, the workload of the location
service is distributed over multiple hosts. Our load
distribution method is uniquein that it is aware of the
(geographical) location of the hosts it uses. By using
this location knowledge when distributing the work-
load, the distribution mechanism enforces locality of
operations in the location service. Enforcing locality
minimizes the use of global network resources by the
location service and thereby enhances its scalability.
We also show how this location-aware load distribu-
tion mechanism can be implemented.

1 Intr oduction

Objectsprovide aneasyway to modelboth appli-
cationsand systemservices. It is thereforeeasyto
understandhatthe useof objectsasa designandim-
plementatiormethodhasbecomepopular for exam-
ple in CORBA [?]. Importantfeaturesobject-based
distributedsystemsshouldhave aresupportfor repli-
cationand mobility. Replicationis usedto increase
performanceand fault tolerance. Mobility hasbe-
comeincreasinglyprominent,both in hardware (for
instancemobile phonesandlaptops)andin software
(for instancemobileagents).

When a client processwants to contacta dis-
tributed object, it usually needsto know wherethe
distributed objectis. Making this locationpartof an
objectreferencas problematidor two reasonsFirst,
encodingocationsmakessensenly if objectshardly
or never move. Thisis generallyunrealistic.Second,
areplicatedobjectmayresideat severallocations.To
allow a client to locate, say the nearestreplica, re-

quiresthatall locationsarestoredin the objectrefer
ence.

A locationservicecan be usedto supportobject
replicationand mobility. The taskof a locationser
vice is to track the currentsetof locationswherean
objectresidesA clientprocessanquerythelocation
serviceto obtainthe mostcurrentsetof locationsof
the object. As part of our researchon a worldwide
distributedsystencalledGlobe[?], we arebuilding a
wide-aredocationservice. Our currentgoal is a lo-
cation servicethat supportsa worldwide distributed
systemwith in the orderof 10° usersand10%? (dis-
tributed)objects.

A centralizedlocation serviceis clearly impos-
sible, given the sheer number of distributed ob-
jects. Formsof load distribution arethereforeneeded
throughoutthe locationservice. In addition,we also
wantto minimizethe usageof network resourceshy
localizing processingasmuchaspossible. The main
contrikution of this paperis that we describehow a
worldwide location servicecanbe madescalableby
distributing andlocalizingworkload.

Therestof this paperis structuredasfollows. Sec-
tion 2 describeshow namingis donein Globe, and
givesthe generalarchitectureof our locationservice.
Section3 describeshow we distribute the workload
within thelocationservice followedby Sectiond that
shavs how we canminimizethenetwork usageby lo-
calizingthedistributedworkload. Sections describes
how our ideascan be implemented. Section6 de-
scribesrelatedwork, andin Section7 we drav our
conclusions.

2 A Wide-Arealocation Service

In our model,a contact addressspecifieswhere
andhow to contacta distributed object. An example
of acontactaddresss aURL. It consistof ascheme
identifier that specifiesthe communicationprotocol



(how) andan addresgwhere)relatedto the scheme.
Therelationshipbetweenra distributed objectandits
contactaddresss transientsincetheobjectcanmove
to anotherostandthe contactaddressanbereused
by otherobjects.

Replicationandmobility have a significantimpact
on the relationshipbetweenobjectsand contactad-
dressesReplicationmpliesthatanobjectcanbecon-
tactedat multiple locations.A singleobjectcanthus
have a set of contactaddressesSinceobjectsareal-
lowedto changdocation,the setof contactaddresses
of anobjectcanchangdrequently

Naming serviceslike the InternetDomain Name
System(DNS)[?] andtheX.500Directoryservice ?]
aretraditionally usedto provide this kind of object-
to-addressmapping. Unfortunately servicessuch
astheseassumea relatively stableobject-to-address
mappingto enableefficientimplementations.Given
our desireto supportmobility, a differentsolutionis
needed.

2.1 Naming Ar chitecture

To supporthighly mobile objects,we use sepa-
ratenaming andlocation servicesandintroduceob-
ject handles An objecthandleuniquelyidentifiesa
distributed object, throughoutthe objects entire life
time. Theobjecthandles locationindependensince
it is not allowed to changewhenthe objectchanges
its location. The namingservicebinds userfriendly
(e.g. ASCII) namesto an objecthandle. The loca-
tion servicemapsan objecthandleto a setof contact
addressesFinding an objectconsistsof two phases,
usinganamingserviceto find theobjects objecthan-
dle,andusingthelocationserviceto find the objects
currentsetof contactaddresses.

The location service provides three basic opera-
tions: look-up, insert, and deletecontactaddresses
for a givenobject. Its primaryfunctionis to look up
(someof) the contactaddressesf an objecthandle.
The insertanddeleteoperationarereferredto asup-
dateoperations.

2.2 Location Sewice Structure

To implementefficient look-up and updateoper
ations, our wide-arealocation servicepartitionsthe
underlying network into a hierarchyof (geographi-
cal) domains(seeFigurel). At thetop of the hierar
chy is theroot domainthatcompriseghe whole net-
work. At the bottomof the hierarchyresidethe leaf
domains.Leafdomainsconsistfor instancepf afew
interconnectedl ANs. Associatedvith every domain
is adirectorynode. A directorynodestoreslocation
informationfor the objectswithin its associatedlo-
main. Thedirectorynodegogetherform adistributed
searchree.

leaf domain

Figurel: Hierarchicalnetwork partition

A directorynodeassociatea contactrecord with
every known objecthandle.Thecontactrecordstores
thelocationinformationof the objecthandle.A con-
tact record storeseither contactaddresse$rom the
domainof thetherecordsdirectorynodeor forward-
ing pointers. A forwardingpointerpointsto a child
node(subdomainpf thenodecontainingheforward-
ing pointer The forwarding pointer indicatesthat
contactaddressesf the objecthandlecanbe found
in thesubtreeootedby thechild node.Every contact
addreszanbefoundby following a pathof forward-
ing pointersfrom therootnodedown to its leaf node.

Figure2 shawvs asan examplethe contactrecords
for oneobjecthandle.In this example,root nodeNO
hasoneforwardingpointerfor theobjecthandle jndi-
catingthatcontactaddressesanbefoundin its right
subtree,rootedat nodeN1. NodeN1, in turn, has
two forwarding pointers,pointing to nodesN2 and
N3, wherethe actualcontactaddressearestored.To
simplify the discussionwe assumethat contactad-
dressearealwaysstoredin leafnodeslt is, however,
alsopossibleto storecontactaddresseat intermedi-
atenodeq?].

Empty contact field

Contact field with address(es)

Contact field with forwarding
pointer

Figure 2: Example: searchtree for one distributed
object

Whena client wantsto know the contactaddress
of anobject,it initiatesalook-upoperatioratthe leaf
nodein the domainin which it resides. The client
providesthe objects objecthandleasparameterThe
look-up operationstartsby checkingif the leaf node



hasa contactrecordfor the objecthandle.If theleaf
nodehasa contactrecord,the operationreturnsthe
contactaddresdound in the contactrecord. Other
wise, it recursvely checksnodesonthepathfrom the
leaf nodeto theroot. If the look-up operationfinds
a contactrecordat ary of thesenodes,the path of
forwarding pointersstartingat this nodeis followed
downwardsto a leaf nodewherea contactaddress
is found. If no contactrecordis foundat ary of the
nodeson the pathfrom theleaf nodeto the root, the
objecthandleis unknown.

The goal of theinsertoperationto storea contact
addressand createa path of forwarding pointersto
the contactaddress.Whenan objecthasa new con-
tactaddressn a leaf domain,the objectinsertsthis
new contactaddressat the nodeof the leaf domain.
Theinsertoperatiorstartshy insertingthe contactad-
dresdn thecontactrecordof theleafnode.Theinsert
operationthenrecursvely requestghe parentnodes
to install a forwarding pointer The recursionstops
whenanodeis foundthatalreadycontainsa forward-
ing pointer, or otherwiseat the root. The insertop-
erationthatinsertsanobjecthandlesfirst contactad-
dressis referredto asthe objecthandlesinitial reg-
istration. The deleteoperationremovesthe contact
addresaindpathof forwardingpointersanalogougo
theinsertoperation Algorithmic detailscanbefound
in[?].

3 Load Distrib ution

Wefirstfocusontheworkloadscalabilityproblem.
Theroot nodeof the searchtree hasto storecontact
recordsand handlelook-up and updaterequestsor
all objecthandlescurrentlyin use. This occursbe-
causeevery contactaddresf every objectneedsto
be reachabldrom the root node. Sincewe want to
support10'? objects,the root nodewill contain10'?
contactrecords.If thesizeof a contactrecordis 100
bytes,the storagecapacityrequiredis 100 terabytes.
The numberof accesseto the root nodeis an even
biggerproblem. Evenif every contactrecordat the
root is accesseanly oncea year, the root nodestill
needsto ableto handleapproximately3.2 x 10* ac-
cessepersecond.

The solutionis to divide the work of a (logical)
tr eenodeandusemultiple physicalnodegmachines)
to handletheworkloadof theroot node.To distribute
the load of a tree nodeefficiently over its physical
nodeswe needto fulfill thefollowing requirements.
First, every physicalnode shouldbe able to handle
its workloadindependentiyof other physicalnodes.
A dependeng betweenphysicalnodesimplies extra
communication,which would introduceextra over
headfor operations. Second,it shouldbe easyto
transferand redistritute the workload over a set of
physicalnodes. This is neededo dealwith changes

in the usageof the system.Whenphysicalnodesare
addedor removed, the workload needsto be redis-
tributedto adaptto the new situation.Third, it should
be easyto determinewhich physicalnode handles
which partof thetotalworkload. Specifically acaller
shouldbe able to determinelocally, thatis without
ary furthercommunicationwith whichphysicalnode
to communicate.

To fulfill theserequirementswe proposethe fol-
lowing solution. The load distribution will usethe
contactrecord as a relocatableunit of work. The
workloadof atreenodeis thusthe setof all the con-
tactrecordst stores.Every physicalnodewill handle
a subsef this workload. For easeof discussionyve
considerthe subsetgo be disjoint. A specialphys-
ical nodeselectionfield will be addedto the object
handle.This selectiorfield will beusedto determine
at which physicalnodeto storea contactrecord. By
choosingthe contentsof the selectionfield carefully,
we caninfluencethe choiceof the physicalnodeto
be usedby the associatedtontactrecord. Note that
this field is usedonly to guidethe searchwithin the
locationservice.It hasnothingto do with wherethe
objectis currentlylocated.

This generalarchitectureulfills the requirements
statedabove. Sinceoperationn contactrecordsare
independenéandthe subsetstoredby physicalnodes
are disjoint, the first requirements easily fulfilled.
Thecontactrecordis alsoeasilytransferablesinceit
is asimpleself-containedlatastructurefulfilling the
secondrequirement By basingthe choiceof a phys-
ical nodeon the selectionfield of the objecthandle,
a sendeicandetermineby itself which physicalnode
to contact fulfilling thethird requirement.The actu-
ally selectionprocessat the sendershouldof course
belightweight. Figure3 shavs the contactrecordsof
oneobjecthandleplacedatonephysicalnodein every
treenode.

(logical)

tree nodes\

physical nodes

Figure 3: Treewith contactrecordsof one specific
objecthandle

4 Nearby Communication

Thediscussionn Sectiord doesnotspecifyaspe-
cific placementstratgy. It doesnot specify which



contactrecordto placeon which physicalnode. In

thissectionwefirst shav asimpleplacemenstratey

andexplain whatis wrongwith it. We thendescribe
our proposedolutionandshaw its improvements.

4.1 Hashing

A naie approachwould be to place contact
recordsat physicalnodesin a randomfashion. This
canbedoneby insertingarandomvaluein theselec-
tion field of theobjecthandle.This valuecanthenbe
usedin a hashingscheme.This approachhasexcel-
lent load balancingcharacteristicssinceit can pro-
vide a uniform work distribution. Unfortunately it
hasalso poor communicatiorpatterns. This can be
explainedby thefollowing scenario.

Considemsearcltreewith threelevels: state con-
tinent,andworld (seeFigure4). In thetree,thereis
anAtlantaleaf node ,which consistof justonephys-
ical node. Its parent,the U.S. tree node, consistsof
two physicalnodes,onein SanFrancisccandonein
WashingtorD.C. . Theroot nodeconsistof a num-
ber of physicalnodes,one of themlocatedin New
York. Now considerwhat could happerwhena new
contactaddresgor anobjecthandleis insertedn the
Atlanta leaf node. For the logical tree node of the
U.S.domain,the objecthandlehashedo the physical
nodein SanFranciscoandthe contactrecordis thus
storedin SanFrancisco.For the worldwide domain,
the objecthandlehashego the physicalnodein New
York, andtheroot contactrecordis storedthere. The
insertoperatiorthereforevisits nodesin Atlanta, San
FranciscoandNew York (in thatorder)to insertthe
contactaddressndcreatea pathof forwardingpoint-
ers.

New York
L[]
San Fransisco Washington DC
Atlanta

Figure4: Communicatiordirectionwhile goingupin
thetree

Thisexampleshavsaveryinefficientcommunica-
tion pattern.We would lik e to avoid this erraticcriss-
crosspattern.In fact,we simplywantto usethephys-
ical nodein WashingtorD.C., not the physicalnode
in SanFrancisco.In more generatterms,we would
like to usephysicalnodesin the generalvicinity of
Atlanta. To ensurethis, we needto augmentheload

distribution solutionwith a solutionfor nearbycom-
munication. This bringsus to the secondscalability
problem.

4.2 Forcing Locality

To explain our proposedsolution for ensuring
nearbycommunicatione first look at the commu-
nicationpatternsn the treeduring an objects initial
registration. We thengeneralizeour ideasto include
all thepossiblecommunicatiorfor anobjecthandle.

4.2.1 Registration Communication Pattern

Whenperformingthe initial registrationof an object
handle we wantto storeour new contactrecords(on
the pathof theleaf nodeto theroot node)at physical
nodesthatarepreferablygeographicallynearto each
other By usingphysicalnodeghataregeographically
closeby, we canavoid usinglong-distancenetworks
andkeepthe distanceraveledsmallwhentraversing
thetree. This, in turn, enhanceshe scalabilityof our
locationservice.

We make the assumptiorthat a large geographi-
cal distancebetweenphysicalnodesimplies a large
network distance. We feel thatin currentwide-area
networks this assumptioris generallyrealisticwhen
talking aboutlarge distancesn the order of a 1000
km or more.Sincethis assumptioris only aheuristic,
therewill be exceptionsto the rule. We expect,how-
ever, that giventhe increasingprevalenceof the net-
works, this assumptiorwill becomevalid for smaller
distancesn thefuture.

By placing contactrecordsat different levels at
physicalnodesthatarein eachother’s generalicin-
ity, onecreatesa kind of virtual columnthroughthe
tree (seeFigure5). The objects physicalroot node
is the top andthe leaf nodeis the bottomof the col-
umn. We thereforewantthe geographicalocationof
the leaf nodeto determinethe physicalnodesused
at every treenodeon the pathfrom leaf to root. We
cando this by encodingthe geographicalocationin
the selectionfield of the objecthandle. The place-
mentstratgy would thenbe ableto placea contact
recordat the physicalnodeclosestto the locationin
the objecthandle. Thelocationcan,for example,be
encodedastheleafnodes longitudeandlatitude.

4.2.2 General Communication Patterns

The column notion is specificto the initial registra-
tion of an object. The notion of avoiding the criss-
crosscommunicatiorpatternis, however, moregen-
eral, and should apply to all communication. The
vicinity requirementanbegeneralizednformally by
sayingthatthe communicatiorbetweenevelsin the
tree should at leastnot switch geographiadirection
when communicatingat longer distances. If a leaf
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Figure5: Columnfor one objecthandlein a parti-
tionedtree

node and physicalroot nodeare far apart,thenthe
path traveled while going higherin the tree should
always go in the samegeneraldirection (seeFigure
6). By going up onelevel in the tree the physical
nodethat storesthe contactrecordshouldeither be
in the generalvicinity of the calling (child) node,or
be closerto theobject’s physicalroot node.

[

Communiction direction

Figure6: Communicatiordirectionwhile goingupin
thethree

As in the hashingexample above, going to San
Franciscofrom Atlanta, and coming back to New
York is not efficient. If the addresswvasinsertedin
Los AngelesthepatternLos Angeles,SanFrancisco,
New York would be acceptablesincethe generaldi-
rectiondoesnotchange Theresultingrequiremenbn
physicalnodesusedcanbedepictedasa pyramid-like
shape. The top of the pyramid canstill be the geo-
graphicallocationof the leaf nodeusedfor theinitial
registrationof the objecthandle.

Figure7 shavs an exampleof the pyramid shape.
The centerof the pyramid is determinedby the ob-
ject handle. The grey squaresepresenthe physical
nodesusedby the objecthandle. The treehasthree
levels: theroot, intermediateandleaflevel. Theroot
level hasone tree node consistingof sixteenphysi-
calnodes.Theintermediatdevel hasfour treenodes,
eachconsistingof four physicalnodes.Theleaflevel
hassixteenunpartitionedeaf nodes At therootlevel
only one physicalnodeis usedto storethe object
handles associatedontactrecord. At the interme-
diatelevel, everytreenodehasonephysicalnodethat

storesthe contactrecord. The physicalnodesarelo-
catedcloseto the physicalnodeat theroot level. At
the leaf level, no partitioningis used,so every leaf
nodewill storeacontactrecordof the objectif appro-
priate.

root node
~
physical
nodes
intermediate y
nodes\/' ,,,,,,,,,,,,
registration
column
leaf nodes — <> g 4
N & A
> = -

A _ A A A

Figure 7: Pyramidfor one objecthandlein a parti-
tionedtree

Adding a location to the object handledoesnot
endangethe objecthandles locationindependence.
The objecthandlecanstill be usedto insertcontact
addresseat every leafin thetree. Fromthe (logical)
treesviewpoint,thelocationis justsomerandombits
of theobjecthandle.

5 Implementation

The designof a physicalnodecanbe dividedinto
threelayers: the algorithm, selection,and communi-
cationlayer. The algorithmlayercontainsthe imple-
mentationof the updateandlook-up operations.The
operationsuseonly the logical searchtree and have
no knowledgeof nodepartitioning. They areimple-
mentedusingthe RPCprimitive. The selectionlayer
providesan RPCinterfaceto the algorithmlayer It
contains,however, only the coderesponsibldor se-
lecting the properphysicalnode. The communica-
tion layer is responsiblefor the actualcommunica-
tion. Theselectionlayertakesatr eenodeidentifier
and an objecthandleand corvertsthoseto a phys-
ical node identifier. The communicationayer im-
plementgheRPCsemanticdy exchangingnessages
with thephysicalnodeselectedy theselectionayer.
Thecommunicatiorlayeris responsibldor resolving
physicaltreenodeidentifiersto network addresses.

Theselectionayerworks conceptually asfollows.
When an operationin the algorithm layer needsto
communicatewith, for instance the parent,the op-
erationinvokesthe RPCprimitive providedby these-
lectionlayer Theselectionlayercomputedor every
physicalnodeof the parentits distanceo thelocation
in the objecthandle.The selectionlayerthenselects
the physicalnodewith shortestdistanceto the loca-
tion, and subsequentlynitiates a messagexchange
atthecommunicatiodayer. To computethedistances
theselectioriayermaintainghesetof physicalnodes



of thetreenodeswith whichit will communicatefor
instancethe parentandchild nodes.

5.1 Requirements

The location-basedelectionmethodhasto fulfill
certainrequirements.

R1 The selectionprocessshould be deterministic
and unique. As long as the tree does not
change,the samephysical node should be re-
turned. Moreover, to avoid ambiguityonly one
physicalnodeshouldbereturned.t is inefficient
to have to checkmultiple physicalnodes.

R2 The location information should be durable.
Sinceobjectsare allowed to be long lived, we
canexpectobjecthandlesto have a longerlive
spanthana single configurationor evenimple-
mentationof the locationservice. The location
informationshouldthereforebe usablein differ-
entconfiguration®f thetreeandacrossew ver
sionsof thelocationservice.

R3 The third requirements thatthe locationinfor-
mationshouldusea smallnumberof bitsin the
objecthandle asobjecthandlesareusedasgen-
eralreference$n our system.

R4 Theselectiorprocesshouldbefastandthuslo-
cal. Sincethis processs on the critical path, it
shouldtake aslittle time aspossible.

R5 It shouldbe easyto add,remove, or move phys-
ical nodes. Sincewe canimaginethe logical
treeandits partitioningbeingadaptedegularly
to suit the currentsituation,thesemodifications
should not require much work or have a large
impactonthetreeasawhole.

R6 The storageandcommunicatioroverheadntro-
ducedby partitioning and selectinga physical
nodeshouldbereasonable.

5.2 Generallmplementation

Conceptually a noderecomputeghe distanceto
the sameor a similar location every time the loca-
tion is usedin communication. If we considerthat
the root nodemight have on the orderof 10° or 10*
physicalnodescomputingall distancess clearlyun-
desirable given requirementR4. We can, however,
take the distancecomputationstepout of the critical
communicatiorpath,by creatinga location-mapping
table off-line andusingthelocationasanindex in this
table.

We createthe location-mappingable,asfollows.
We divide the surfaceof theearthinto alargenumber
of small disjoint elementaryareas. This division is,
in principle, independenbf the partitioningusedby
the searchtree, but will, in general,be similar. If a
specifictreenodeN hasbeenpartitionednto physical
nodesPN;y, ..., PNy, weassigrPN; to elementanarea

Aif PN is in, or closestto A. Eachtuple (A,PN;)
formsanentryin the mappingtable of nodeN. The
mappingtableof nodeN is distributedto all physical
nodesthat may needto communicatewnith nodeN.
Whena physicalnodeis addedto or removed from
the setof physicalnodesof nodeN, all mappingsof
nodeN needberecomputednddistributedagain. A
versioningschemas neededo ensurehatcallerand
calleeusethe mostup-to-dateversionof the mapping
table.

5.3 Naive Implementation

A straightforvard way to createelementaryareas
is by creatinga grid on the earths surfaceusinglon-
gitudeandlatitude. The longituderangesfrom 18¢°
westto 180° east,andthe latitude rangesfrom 90°
northto 90° south. If we use,for example,1° x 1°
degreeareasthis resultsin 64800elementaryareas.
The (longitude,latitudetoordinateof theseareascan
be usedasa location datastructure. We implement
the mappingtable usinga 2-dimensionakrray The
(x,y) coordinatas theindex of thearray

This implementationfulfills most requirements
easily The mappingtable ensureghatthe selection
processs deterministicandunique fulfilling require-
ment R1. Longitude and latitude valuesare stable
andthusfulfill requiremenR2 (durability). Thethird
requirement(size of location information) depends
hearily ontheresolution(sizeof anelementaryarea)
used. In the exampleabove the sizeis 17 bits. Re-
quirementR4 (fastexecution)is fulfilled by usingan
efficienttable-indeing operation.Sinceaddingor re-
moving a physicalnodesimply requiresrecomputing
andredistrituting the mappingtable,requiremenR5
is easilymet. MeetingrequiremenRR6 dependsjust
like R3, heavily ontheresolutionused.If we usea 4-
bytephysicalnodeidentifier, theexampleabove gives
tablesthe sizeof 64800x 4 = 253kilobytes.

Therearetwo kindsof problemswith thisnaive so-
lution. First,if wewantato useahigherresolutiorfor
our locationinformationthe tablesizeincreasesira-
matically For instancejf we increaseour resolution
to elementaryareas0.1° x 0.1° the size of the map-
ping table becomes5.5 x 10° x 4 = 25 megabytes.
Giventhattreenodesmight have in the orderof 100
to 1000children,this implementatiorrequires2.5to
25 gigabyteof main memory This implementation
alsorequiredlarge network resourcessincemapping
tablesaredistributedregularly. The naive implemen-
tationcanthussupportonly alimited resolution.

The secondproblemis the inefficient useof table
space.Thereare severalreasondor this. If we con-
sidersparselypopulatedareadik e oceansanddeserts,
it is clearthatwe do notneedthesamekind of resolu-
tion at every locationon the surfaceof the earth. An-
othersourceof inefficiency is thatthe actualsize (in



km?) of an elementaryareadiffers acrossthe earth.
Since we use a Mercatorlike projection, there are
more elementaryareasper kn? near the north and
southpole than at the equator Also, large partsof
themappingablewill containthesamephysicalnode
identifier Considera small domainwith only a few
physicalnodes. The location-mappingablefor this
domainwill have alarge numberof locationswhich
mapto the few physicalnodesthat comprisethe do-
main. This ratio becomesven worsewhenusinga
higherresolution.

5.4 Mapping-Table Compression

The basicproblemof the naive implementatioris
thelarge sizeof the mappingtable. The sizeleadsto
largemain-memoryandcommunicatiomequirements
threateningrequirementR6. If we wantto support
higher resolutions we needto implementa smaller
mappingtable. The large sizeis the resultof using
a (two-dimensionalprrayto implementthe mapping
table. The arraycontaindarge partsstoringthe same
physicalnodeidentifier We wantto compresshese
parts. However, we still wantto have a fastindexing
operationonthe mappingtable.

We canusea quadtred?] to implementa smaller
mappingtable. The quadtreerepresentghe hierar
chical partitioning of the earths surface. Insteadof
dividing the surfaceof the earthper degree,the sur
faceis repeatedlypartitionedin four equally sized
smallerparts. The top level surfaceof 360° x 180°
thuscontaingour 18C° x 9C° parts,whichin turncon-
tainfour 9C° x 45° parts,etc. (seeFigure8). Thepar
titioning stopsatthelevel of elementaryareasfor in-
stanceareasof approximatelyl® x 1°. Leaf nodesof
thequadtreaepresenelementanareasandstorethe
physicalnodeidentifierassociateavith their elemen-
tary area.Usingthe mappingtableto obtainthe phys-
ical nodeidentifierof alocationconsistof traversing
thequadtreauntil aleafis reached.

90

45

45

90
180 90 0 90 180

Figure8: Quadtreecoveringtheearths surface

We compressheinformationin themappingtable
by not building the completequadtredo the elemen-
tary arealevel. If all theleaf nodesin a subtreestore

the samephysicalnodeidentifierbecausehey areall

assignedo thesamephysicalnode only therootnode
(storingthe physicalnodeidentifier of its leaf nodes)
needso be created.The heightof the quadtreehus
dependson the level of detail requiredat a certain
area. If we considerthat 70% of the surfaceof the
earthconsistof water therearea considerablewum-
ber of subtreeghatcover oceansaandseas.All these
subtreesrelikely candidate$or compression.

6 RelatedWork

Most existing locationsystemsanbedividedinto
three catayories: (traditional) nameseners, home-
basedapproachesandsystemsausingforwardingad-
dresses.

Well known systemsn the namesener catejory
arethe Internets Domain Name System(DNS) [?],
DEC'’s Global Name Service (GNS) [?], and the
X.500 Directory service[?]. Thesesystemsachiese
scalabilitythroughload distribution andsener repli-
cation. Load distribution is achieved by distribut-
ing partsof their namespaceover differentseners.
Senersarein turn replicatedto increasetheir avail-
ability. Thesesystemsmalke the assumptionthat
the name-to-addredsinding is relatively stable. We
cannotmake this assumptionjf we wantto support
highly mobile objects. The systemsprovide alsonot
completelocationindependencesincesinceresolv-
ing anamemeansyrisiting severalseners.

Currentdesignsfor location servicesin Personal
CommunicationSystems(PCS) rangefrom single-
level home-basedpproacheto hierarchicabolutions
like ours. In the home-base@pproachgachobject
hasa designatedsener, calledits home,that keeps
track of the object’s currentlocation. To locatean
object, we needto contactthe objects hometo find
out the actuallocation. Obviously, home-basedp-
proachesannotscale. The home-basedpproachs
alsousedby mobilelP [?].

Someimprovementis madeby introducingmore
levels. In particulay mostPCSlocationservicesuse
a two-level schemean which the local sener is con-
tactedfirst, andin the caseof failure,contactis made
with the home.Proposaldor severallevelshave also
beenintroduced?, ?]. Apartfrom functionaldiffer-
enceswith our approachhoneof thesesystemsad-
dressworldwidescalabilityasdiscussedh this paper
In particulay nodepartitioningandload balancingis
notconsidered.

Two systemsn the forwardingaddressesatejory
are Location Independentinvocation (LII) [?] and
Stub-SciorPair (SSP)Chaing[?]. Thesesystemsise
aforwardingaddressasthe basisfor their distributed
objectreferences.Whenan objectmovesfrom one
hostto the next, it leavesa forwardingaddress.Ob-
jectsarefound by following the chainof forwarding



address.Sinceno centralizedcomponenis usedin
locatingobjects(in principle),theworkloadis evenly
distributed. The systemsare,however, vulnerableto
erratic communicationpatterns,since no locality is
used. Whenan objectmovesfrequentlyacrosdarge
distances following the chain of forwarding refer
encewill requiremuchcommunicationTheLll sys-
temshasanadditionalproblemin thatit usesa name
sener when following the chain of forwarding ad-
dressegails.

Theuseof quadtreesn ourimplementatiorof the
location-mappindableis similar to otherspatialdata
structures Building a treeby recursvely dividing up
a space,is a well-known methodto efficiently par
allelize applicationsasusedby Multi-Grid methods
like Barnes-Hu{?]. Sametdescribesn [?] animage
compressiotechniquausingquadtreeshatis similar
to our tablecompression.

7 Conclusion

In this paperwe have describeduniqueapproach
in usinglocationawarenes$o increaseahe scalability
of awide-aredocationservice.Using(geographical)
location awarenessllows the nodesin our location
serviceto reasonaboutdistancesand therebyavoid
erratic crisscrosscommunicatiorpatterns. We have
also describedhow suchideascan be implemented
efficiently usingalocation-mappindable.

We arecurrentlyimplementinghelocation-avare
load distribution in our location service prototype.
This will allow us to experimentand validate our
ideas.Othercurrentandfuturework consist=of find-
ing betterways to implementlocation-mappinga-
bles,andmoregeneralsinglocality wherepossible.
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